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Abstract

RSVP has developed as a key component for the evolving ktteand in
particular for the Integrated Services Architecture. Hfiere, RSVP perform-
ance is crucially important; yet this has been little stddig till now. In this
paper, we target one of the most important aspects of RS¥Rbitity to es-
tablish flows. We first identify the factors influencing thefpemance of the
protocol by modelling the establishment mechanism. Thenprepose a Fast
Establishment Mechanism (FEM) aimed at speeding up thaperocedure
in RSVP. We analyse FEM by means of simulation, and show tfadfieirs im-
provements to the performance of RSVP over a range of liketyimstances.

1. INTRODUCTION

It is now widely recognized that to become a global telecomigation
platform with integrated services—a must in the provisidnirdormation
super-highways—the Internet must evolve to provide prapgport for ap-
plications, such as distributed multimedia applicatiaihst require a variety
of qualities of service. In an ideal world, this evolutioroskd depend on the
evolution of the traffic mix in the network (that is the ratiedt-effort and guar-
anteed traffic). Unfortunately, the evolution of the traffiix is very hard to
forecast.

If best-effort traffic clearly dominates, then a well pragised network,
possibly enhanced with some simple form of traffic differation [3], can
probably satisfy the occasional requests for Quality ofvieer (QoS) guar-
antees [6]. In other words, appropriate bandwidth is thetke@0S. On the
other hand, if the proportion of guaranteed traffic becomgsificant, more
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advanced resource management mechanisms are likely toebled¢o meet
the level of service expected by the users. One such mechamussidered
here is resource reservation.

Recent studies [14] have found that in today’s Internetciviis dominated
by best-effort traffic, congestion occurs mainly at the edfgine network (e.qg.
in ISP access networks, links from campus networks, et@yvayer, it has also
been shown that some backbone links (especially some ¢@rigiental links)
are saturated for a substantial part of a day. These obs®rsatuggest that
to support applications — such as interactive multimedipliegtion or real-
time applications — with stringent QoS requirements, reseumanagement
mechanisms will have to be provided at the edge of the netabl&ast. This
argument is reinforced by the fact that, as such applicatappear, the traffic
mix in the network may shift towards traffic requiring moresoerce usage
control.

Among resource management mechanisms, those offeringnié fyrain
of traffic control operate on a per-flow basis. These mechasithowever,
suffer from state scalability problems as the number of flaxth reservations
increases. Although this rules out their use within the aafr¢he network,
per-flow provisioning can still be used at the edge of the netwvhere the
concentration of flows is rather low. In the Internet, theSkv (Integrated
Services) architecture [4] offers a framework for QoS cohtvhich relies on
RSVP (“Resource ReSerVation Protocol”) [5][18] as the alling protocol.
Several proposals, mainly flow aggregation techniqueq2] &hd the DiffServ
(Differentiated Services) architecture [3], have beenfpaward to overcome
the state scalability problems in the core of the network.

Although RSVP was originally designed for resource red@yua several
proposals have now been tabled where RSVP is used to cary ttbes of
control information in the network [13][8][10]. Another arple is the pos-
sible use of RSVP within the DiffServ architecture [1]. Tefere, we believe
that, whether it is for resource reservation or other cdfsignalling purposes,
RSVP will have to operate over routes of various lengths andatisfy de-
mands exhibiting a broad range of dynamics. Consequen8y,HRs ability to
carry control information efficiently across the networkany circumstances
will be vital to the effective operation of the Internet.

That is why, in this paper, we study some of RSVP’s perforraaspects.
The lack of experiments in “real conditions” leads us to digpgein section 2,
a mathematical model of the flow establishment phase in RSW@®.results
yielded by our model clearly show the need to revise the flaatdishment
procedure of RSVP. The principles of a modified flow establisht mech-
anism are then presented in section 3. Simulation resultgpadng the es-



tablishment procedure currently used in RSVP with our psapare given in
section 4. Some relevant related work is discussed in sebti@nd section 6
concludes our discussion.

It should be noted that the primary context of resource vegien has in-
fluenced the naming of the control messages used in RSVP anthérefore
easier to describe the operations of RSVP in this contexe réader should
however bear in mind that the results presented in this pageally apply
to RSVP as a “general” signalling protocol. Moreover, instpiaper, we are
only concerned with performance aspects of RSVP: scalalisisues are not
addressed.

The work presented in this paper is part of a wider effort atdaster Uni-
versity aimed at improving the support for distributed rnmédia applications
in the Internet, and specifically investigating the vidpibf resource manage-
ment mechanisms.

2. MODELLING FLOW ESTABLISHMENT

Although its core ideas appeared a few years ago [18] and festiarch
and commercial implementations are now available, to trst deour know-
ledge, no large-scale experiment has been done with RSVPTH&t lack of
experimentation means that we do not know how RSVP will perfavhen
used in “real conditions”, as encountered in the Internet.this section we
develop a mathematical model of the establishment phas&@PRn order to
gain some insight of its performance. We are actually irsie in quantifying
RSVP’s ability to make a successful reservation over a raiitere resources
are plentiful. Although such a question may at first glanaanssuperfluous,
we think it is of paramount importance to address it in ordeassess RSVP’s
viability in the Internet, because of the unreliable cheernof the delivery of
RSVP messages. In other words, we are interested in RSV&#maxk beha-
viour at reservation establishment as well as in dealing wétwork dynamics
(local repair [5] may be seen as simply establishing a neervasion on a new
portion of route).

In the rest of this section, we label sander an RSVP node that initiate
(as opposed to forward) the first Path message on a route whdpath) state
has been established for the corresponding flow yet. A secaferither be
an end-system (in the case of a reservation establishmanooild also be
a router detecting a change of route (in the case of a localinepWwe label
asreceiver an RSVP node that initiate (as opposed to forward) the firsiyRe
message in response to the sender's Path message, that ‘ieewarae route”



where no reservation has been made for the correspondingébvwAgain, the
receiver can either be an end-system or a router. Any othee reating (i.e.
creating state and reservation) and forwarding the messalgaeg the route are
called RSVP routers. Although our model will be developedsidering only
one sender and one receiver, it is nevertheless applicaltleetmulticast case
by applying it to the (sub-)branches of multicast trees.

We know that to establish a reservation for a flow:

1. the sender issues a Path message towards the receiver,

2. upon receipt of that Path message, the receiver issues\arRessage
describing the resources required.

3. every node periodicallysendsits own Path and Resv messages, that is
there is no way to force a node to send copies of RSVP messagfes i
network. However, any control message inducing a changeeirstate
of an RSVP node is immediately forwarded by this node.

The periodic messages (a.k.a refresh messages) servehasrbmt cor-
rection mechanism (there is no explicit acknowledgment iBVR) and
state/reservation management mechanism (the absence afaoy consec-
utive refreshes result in state timeouts and removal of thieesponding
states/reservations).

The central parameter in our modepistheper-hop success probability, which

is the probability that an RSVP message sent by an RSVP notarisctly
received by the RSVP process in the next node. We thereferéhatp takes
into account not only transmission errors but also overflonditions at the
different levels of the protocol architecture (i.e. lin bnd RSVP layers).
In a well dimensioned network, routers should be provisibméth enough
resources to accommodate most of the control traffic. Weether expect
the value ofp to be high (i.e. close to 1). Consequently, in our model, W wi
ignore state timeouts because such events occur with algiliop@l —p) % ~ 0
(with K = 3 by default [5]).

It is only when a Resv message reaches the sender that tineatese is
fully established (i.e. considered successful). Furtlmeenbecause we ignore
state timeouts, if any of the RSVP messages is ever lost alumgvay, an
equivalent message is re-emittiedm the last node where it was last correctly
received at the beginning of the next refresh period. The establistirtteus
appears to be “incremental”. from a refresh period to the,nwe number of
nodes holding proper state/reservation for the flow canectehse. There-
fore the refresh messages exchanged between nodes wherdsponding
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Figure 1 Markov chain mo‘d‘elling RSVP, with+ g = 1.

states/reservations have already been established ham#usmce on the rest
of the establishment procedure and can thus be ignored. her etords, we
always consider the control message which is “ahead” of thers. Such a
message will be called “establishment message”.

Another way to describe successful reservation estabésitms to note
that on a route involvinge RSVP nodes (including the sender and the receiver),
the Path and Resv messages we consider (the establishmssageas) must
collectively travel2n — 2 hops. This is because the initial Path message is
“generated” at the sender while the initial Resv messaggesérated” at the
receiver. these messages do not need to “travel” to reack thedes.

At any time, the “state” of a reservation establishment caclmracterised
by the number of hops travelled by the establishment messagd the residual
time, in the last RSVP node that correctly received an estabent message,
until the next refresh for this message. However, if we aderisthe state of
a reservation at the instants when the residual time uritésh becomes zero
(i.e. at the end of the refresh period in the last node thatived an estab-
lishment message), we haveliacrete time semi-Markov process with 2n — 2
states (see figure 1), whose embedded Markov chain (repiragéne process
at the instants of state transitions) has the followingditeon probabilities:

pij =0 0<i<?2n-1), 0<j<i (1)
pij=p (1—p) 0<i<2n—1), i<j<2n-1) (2
Dign-2 = pPn== 0<i<2(n-1) (3)

Equation (1) is the mathematical expression for the “in@etal” estab-
lishment simplification. Equation (2) and (3) are based enfdict that a trans-
ition from any state of the chain to any other (including lifsés equivalent to
a control message travelling a number of hops equal to thardie between
the states. Equation (2) simply expresses that if the statehed is not the last
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Figure 2 Cumulative distribution functions for the success prolitids

one, then the control message must have been lost betwearotes. On the
other hand, equation (3) states than when the Resv messaipesaghe sender,
no more control traffic is required. Also, note that the ldates of the chain is
absorbing, stating that the establishment of the reservation is cetepllhe set
of equations (1)—(3) unambiguously describestthasition probability matrix
P of the Markov chaif.

We now express RSVP’s ability to make a successful reservatietS be
the number of periods required to establish a flow with restéma (S > 1: the
first Path message sent by the sender determines the staetfost period). In
the context of the modek is the number of transitions required to reach state
2n — 2.

Relations (1) and (3) imply that all the states but the lastanetransient?.
Also, because the last state of the chain is absorbing, tatg srecurrent.
In other words, the last state of the chain is eventually redteand once it
has entered it, the random process never leaves it. Congfgube transient
behaviour ofzréi)_2—the probability of being in statgn —2 at the end of period
k—can be interpreted as the probability that a reservatierblean established
by the end of thé:'" refresh period:

T = PIS < K] = Fs(k). (4)
wé’j}_2 is thus the cumulative distribution function (cdf) of theceass probab-
ility Pg.

Figure 2 shows the values 6t (k) for different route lengths) in terms of
different per-hop success probabilitieg and various number of periods)(

In figure 2, it clearly appears that, even for short routesVRSvill per-
form reasonably well only for very high per-hop success philities. Indeed,



the probability of success within the first period (i.e. fthment without
message loss) is in accordance with (4) and (3):

0 n—

Pél) =P[S=1]= 77531)—2 - ﬂ-én)—2 = p*" Y, ()

Where7r§?3_2 is O because the chain is always started in statePéP is an
important quantity because it expresses the chances tkaeevation is estab-

lished without any loss of control messages.
The behaviour of equation (5) wheris in the neighbourhood of 1, is given

by:

Jim 8%13;” =92(n—1) (6)

and we not only see that any variationyofesults in a bigger variation dPél)

but also that for routes comprising 6 nodes or more, the tianan Pél) will
be an order of magnitude bigger than the variatiop.in

With this model, we can also derive the average number oésbfperiods
needed to establish a reservation:

E[S] = (%-2)% 41 (7)

The previous result allows us to obtain the average corntobiof the ex-
ternal behaviour of RSVP to the establishment tief a reservation, or in
other words, the average establishment time when the quggugansmission,
propagation and internal processing delays are negledterkservation estab-
lishment occurs at any timeithin a period and the first period starts with the
very first Path message from the sender, we have:

EIT) ~ (E[S] - 1)R = R(2n — 2)%, ®)
whereR is the average refresh period. Both equations (7) and (Sjroothe
sensitivity of RSVP to the values of the per-hop successaitily.

The model presented in this section may seem a little pestnsince we
use the same value of the per-hop success probability oy Bukrof a route.
However, by extending the concept of an “RSVP node” to en@ssphe idea
of a “lossless RSVP cloud”, that is a contiguous region ofrte&vork where
losses of RSVP messages do not occur or can be neglectedpttet can be
used to describe more realistic situations. For exampkesdenario with two
nodes can model a route of any length with one bottleneckigleroute where
control messages are only lost at one congested router.



As already pointed out at the beginning of this section, thleier of the
per-hop success probabilify strongly depends on the rate of control traffic
generated in the network and the associated resourcescheedbsorb such
traffic. In RSVP, this rate of control traffic depends on bdth tate at which
new reservation requests are issued (either by end-sysiefoowing route
changes) and the average number of existing flows with ragens (because
of the periodic refresh associated with the soft-state)thdlgh techniques
have been devised to reduce the latter type of traffic [1@& résults exposed
in this section strongly suggest the need for a dedicategh&ding channél’
in order to keep the per-hop success probability as high ssilpe.

This is not only true to ensure good performance at flow eistafolent, but
also to improve resource utilization in the network. Inddeda resource to be
released within a short delay, a teardown message must tinveath followed
by a flowwithout being lost [5]. Itis so because any loss of a teardown message
can only be corrected when a lifetime expires, which can smweral minutes
(see [5]) and thus induce inefficient resource utilizatidfor a route withn
nodes (sender and receiver included), the probabilityrafiediate” release of
the resources of a flow ig*~!. This value shows that, although the release of
resources is less sensitive to the value of the per-hop ssiqrebability than
the establishment (see equation (5)), this sensitivity wahetheless become a
problem over medium-length or long routes.

As a consequence, for RSVP to give acceptable results asginallmg
protocol of the Internet, a carefully provisioned signadlichannel will be re-
quired. Obviously, in the parts of the network where RSVR bal deployed,
such a channel will be built by reserving resources for thetrobd traffic; in
non-RSVP networks (connecting “RSVP clouds” together)cima@isms such
as traffic differentiation [3] or prioritization will be regred.

3. IMPROVING RESERVATION SET-UP

RSVP uses periodic messages to manage its states. The fapse o
between consecutive Path or Resv messages defines thé neémésd of the
protocol (in a refresh period, there is one Path and one Ressage per flow
on each link of the path). The default value for the refreshiopeR is 30
seconds. From the results of our model presented in thequewection, such
a lapse of time between similar RSVP messages seems piadlipibng, since
it represents the average amount of time in which the losscoh&rol message
can be corrected at reservation establishment. It thexefeems natural to
reduce the length of the refresh periods to improve RSVPifopeance at



establishment time.

Simply reducing the value of the refresh period is not thétrigpproach,
however. Indeed, doing so would increase the control trafgociated with
every flow, thus increasing the required capacity of thealgg channel of the
network while threatening to pose severe scalability protd. Consequently,
reducing the refresh pericat establishment time only® (including local repair
conditions) is considered a better solution. In [5], it iggested that a node
could, at establishment, temporarily send control messagere often than
dictated by the refresh period. However, the question of hwany, as well
as how often, such messages should be sent has not beensaddrésis is
precisely what we propose to do in this section.

In modern high speed networks, message losses are mosthy dudfer
overflow. As a consequence, such losses occur in bursts [@théfefore see
that proper “inter-spacing” is required between consegeutiontrol messages,
to prevent them from encountering the same congestion tonslialong their
route. This observation rules out the use of a fixed, shoatishment period
for the sending of consecutive RSVP messages during thiglisbtaent phase.
Furthermore, in order to avoid unnecessary overhead, we fimagsa way to
discover the end of the establishment phase, that is the mtaafter which the
control messages related to a flow simply refresh the patasstnd reserva-
tions associated with that flow.

The only way to discover the end of the establishment phasefloiv is
somehow to use the concept of acknowledgment. In order o Gaediscus-
sion as clear as possible and focus on principles, we presettiis section, a
simple solution that only relies on the use of the Path and Resssages, and
hence does not require the introduction of explicit ackmalginent messages
in RSVP.

It is clear that the role of an initial Path message is to “prep for a sub-
sequent Resv message. A Resv message can therefore becoemhsdd an
acknowledgment for a Path message. This Resv message dilsatés a suc-
cessful reservatioto the sender of the corresponding Path message. Therefore,
any node that has forwarded a Path message, and has rec&tesst message
from every direct neighbour down the route followed by theresponding
flow, knows that the reservation has been successfully legtatd downstream.

We still need to find a way for the receiver of a Path messagéstmder
whether the establishment of a flow is in progress or has beepleted. Be-
cause upstream nodes will use establishment periods shiosie the refresh
period as long as they have not received a proper Resv messagele can
guess the status of a flow from the spacing of the Path mesgagegives:
if the lapse of time between consecutive Path messages ifesitien the



shortest lapse of time allowed in “steady state” (thaRj, see [5]) then the
flow is more than likely being established and a Resv mesdagddsbe for-
warded as soon as possible to complete the establishmesgdun@ (we thus
see that the Resv message will be re-transmitted by the B¥PRhode that
correctly received the previous Resv message). On the btret, if the time
between consecutive Path messages is greater than or edhal minimum
allowed by the “classical”’ refresh periods then we can stisp®t the Path
message is simply a refresh and a Resv message should orénthghen the
current refresh period expirésOf course, for this technique to be robust in the
event of loss of Path messages, the periods used at establiskime must be
quite a lot smaller tharR /2. To be precise, the difference betweBp2 and
any establishment period should be at least an order of matgnlarger than
delay variations in the network.

It should be noted that if a node makes a wrong “guess” abmgemutive
Path messages, the corresponding flow does not suffer aoiidnal damage.
In the unlikely event where losses or delay variations cawseconsecutively
received establishment Path messages to be interpreteffeghrmessages, no
Resv message is sent. In such a case, FEM simply misses sdoasend a
Resv message, which in the worst case, will be re-transinéttea “classical”
refresh. Furthermore, if important delay variations, antmg loops, cause re-
fresh Path messages to be interpreted as establishmerdgassa Resv mes-
sage is sent. This Resv message resets the soft-statertithenipstream node,
but is not propagated any further.

If a reservation fails due to a lack of resources along thi, jiianay be wise
to cancel FEM for the corresponding flow to prevent potelytiahnecessary
control traffic, although this is not an absolute neces3ibe ResvErr message
sent [5] may be used to cancel FEM in downstream nodes, whitancel
FEM in upstream nodes, a Resv message containing an emptyagsn may
be sent.

We have already ruled out the use of fixed periods at estabdish The
other important point is that, if the establishment periags too short, un-
necessary RSVP messages will be sent, which increases dineead of the
protocol. Therefore, the initial establishment peri@g)(should not be smaller
than the round-trip-time (RTT) for the RSVP messages, wmely have to be
estimated.

After sending or forwarding the initial Path message, an RSidde will
wait for a lapse of time equal to the initial establishmenique (7). If by that
time a Resv message has not been received, the node susjpssteBcontrol
messages and retransmits the Path message (this procedapplied by all
the nodes supporting our technique, so that the copy of tlle rRassage is



generated as close as possible to where the loss of the pseRiBVP message
occurred). In order to be adaptive to a wide range of congesionditions, the
value of the establishment period must be backed-off: wpgse to multiply

it by a factor(1 + A) at each retransmission of a Path message. As soon as
a Resv message acknowledges the establishment of theatserthe nodes
start using the refresh perid@ for their Path messages. A refresh period equal
to R is also used if no Resv messages has been received, but tigeofahe
establishment period has become greater tRaie therefore see that, in any
case, the nodes “fall back” to the behaviour prescribed bytlassical’ RSVP
specification. We therefore see that FEM RSVP is backwardpetiivie with
“classical” RSVP.

With Tj set to 3 seconds andl set to 0.3, this timer scheme is equivalent
to the staged refresh timers described in [15]. It shoulddiedthat for local
repairs, a shorter value dfy would be acceptable, since we expect the new
portion of the route to be fairly short. Furthermore, such@eraggressive be-
haviour of the protocol is justified by the fact that locala@p apply to existing
flows.

The simple solution presented above requires that a redsdvable to send
a Resv message immediately on receipt of a Path messageouglthit will
always be so in the case of local repairs, the reservationinrEgents might
not be readily available if interaction with the end userégded to determine
these requirements. In this latter case, the solution megpdere would result
in much unnecessary overhead and would fail to correct Igwitie loss of a
Resv message. One way to overcome such a problem would béirie de-
knowledgment message for Path messages (e.g. PathAck)emvdiessages
(e.g. ResvAck). An immediate Resv message would be gedestitereceiver
whenever possible (and FEM would be applied as presentdusirséction),
otherwise an immediate PathAck would be sent and FEM appliedPath-
PathAck pairs. As soon as the reservation requirementsduoeilknown, a
Resv message would be sent and the FEM mechanisms couldlzziapypthe
“reverse” direction, on Resv-ResvAck message pairs. UBIBN! separately
on Path and Resv messages would then ensure prompt recowerjosses of
control messages.

In the multicast case, two strategies can be adopted for kEibne hand,
as soon as the first Resv message is received by a node, treaforecrds
it upstream without delay. This has the advantage of quigklypagating
reservations along the multicast tree. However, althoughResv message
subsequently received by the node and that increases #waten demands
would be immediately forwarded upstream (according to tkessage forward-
ing rules of RSVP [5]), losses of such messages would not beaed by



FEM but by later refreshes. In such a case, FEM speeds upitia éstablish-
ment but cannot reduce the latency of increasing reservdgoands. On the
other hand, a node could hold the reservation requiremegtsived in Resv
messages either for a small lapse of time or until it has vedeResv/PathAck
messages on all the output ports of the multicast tree, ®atdorwards its
own Resv message upstream. This has the advantage of &stapline final
reservation at once, but has the risk of potentially indrepthe overall estab-
lishment latency. Further work is needed to study and etaltieese possible
strategies in the multicast case.

Finally, in order to avoid unnecessary overhead, FEM RS\esshould
try and discover the capabilities of their neighbours (ttisild be done by
recording the protocol version in the received messageasjyefrain from using
FEM when the next hop node does not support it. Furthermareuilticast,
the usual state/message merging should be applied.

4. SSMULATION RESULTS

We have simulated the external behaviour of both “classianti FEM
RSVP, in order to compare them. Our simulations consistedméated reser-
vation establishments between a sender and a receiverrauess of various
lengths and under distinctly different loss conditions.

In these simulations, the loss process on each directiortlofld is rep-
resented, independently, by a two-state model. One of Hitesstepresents
congestion (i.e. loss) periods while the other one reptsseo-loss periods.
The loss process spends an exponentially distributed tineach state, with
these exponential distributions set so that the mean ctaggseriod is 200 ms
and the loss process spends a long-term proportion of timal égjthe per-hop
success probability in the no-loss state. Such a model wasechbecause of
its ability to mimic loss bursts in a simple way.

Configurations comprising respectively 2, 3, 5, 10, 15, 2@ a5 nodes
(including the sender and the receiver) were considereld weitues of the per-
hop success probability ranging from 99% to 100% inclusiBuch values
for the per-hop success probability were chosen becaugeatiedikely to be
encountered in a well dimensioned network. For every cordigon, 1000
flows were established and no delay was introduced in nodEkrdes to isolate
the time overhead introduced by the external (i.e. obségyaiperation of the
protocol. Finally, the default of 30 s was used as the averalye of the refresh
periods in RSVP, while for FEM RSVRE; and A have the values proposed in
section 3.
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Figure 3 Mean Establishment Delay (MED) and Mean Overhead Per LinRR\).

The measured quantities were the mean establishment dedah@ mean
overhead per link (i.e. the mean number of control message$ink per re-
servation). For the mean establishment delay, 95% confidenervals were
computed using the method of batch means [12, p. 293] on 4bésiof 25
samples each. The results are given in figure 3. In intergyetie results in this
section, special attention must be paid to the meaning opdndrop success
probability which essentially represents the chances ofival of a control
message from one RSVP process to the next. Therefore, thesponding
per-hop loss probability (i.e. the probability that a cohtmessage does not
reach the next RSVP process) is expected to be greater thahpescket loss
probabilities, because it encompasses possible losset dwerflows of the
gueue holding messages awaiting to be treated by the RS\Wegwavhich
usually resides in the slow path of a router.



A part from the obvious gain in performance, figure 3 also cordithe
more predictable (or more stable) behaviour of FEM RSVP @b% confid-
ence intervals are about an order of magnitude smaller in REWP than in
RSVP). The message overhead (figures 3.(c) and 3.(d)) iy &nilar in both
cases. There is however a slight trend showing a betterte#eess of FEM
as reliability decreases. This property could prove vetyable in the case of
local repairs, where bursts of repair messages could resaitngestion of the
signalling channel (including queues to the RSVP processesiters).

Figure 3.(a) validates the predictions of our mathematmcatiel, despite
fundamental differences in the loss processes assumedtinrs@ and these
simulations. Figure 4, by contrast, specifically compar&V/R and FEM

RSVP —— RSVP ——
FEM st 2.45 [ FEM - |

Mean Establishment Delay (seconds)
Mean overhead per link
N
I
b

0.9 0.92 0.94 0.96 0.98 1
per-hop probability (p) per-hop probability (p)

4.(a): Establishment Delay. Simu- 4.(b): Message Overhead.
lation (jagged lines) and theoretical
(straight line—eq. (8)) results.

Figure 4 Comparison of RSVP and FEM over routes of 3 nodes in a wirelessario.

RSVP over routes of 3 nodes with per-hop success probabiliinging from
90% to 100%. This scenario is important since it represemigsa where the
sender and receiver are wireless terminals, with the wiggd/ork in-between
considered lossless. Again, the stability and gain in parémce of FEM, with
no significant increase in message overhead, are clearlpmgnated.
Another equally important scenario is the case of a routeplength with
a single bottleneck. As mentioned in section 2, such a sieizamodelled as
a route comprising 2 nodes connected by a lossy link. The restatlishment
delay is given in figure 5, for different ranges of per-hopcass probabilities.
In this case, although the mean time penalty introduced b\e#ternal beha-
viour of RSVP is quite small and would not be considered ueptable as long
as the message loss probability does not exceed a percesd.nime, this con-
firms RSVP’s sensitivity to the values of the per-hop sucgesbability and
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results. results.

Figure 5 Comparison of RSVP and FEM over routes with a single bottikne

their variations, even when only facing a single point of gestion.

Finally, in view of the results presented in this sectiorgauld be argued
that if the per-hop success probability was kept very closg, tthe perform-
ance of RSVP would be satisfactory, and hence the FEM extensbuld not
be necessary (especially over short routes). It should hemige noticed that
our results consist of mean values, averaged over a largéewof flows and
that on any particular occasion, the loss of any control agsat flow estab-
lishment, is penalised by a delay aifleast R/2 seconds (i.e. 15 seconds by
default) with RSVP, but only by a delay of at ledst seconds (i.e. 3 seconds
in the context of our simulations) with FEM RSVP. This facbra probably
justifies the use of FEM RSVP, even when the probability oinlgs control
message is extremely low. Finally, because losses of des@rtiol messages
within a reservation establishment result in a set-up @teri several seconds,
a signalling channel may still be necessary with FEM to emsur acceptable
establishment latency to each flow.

5. RELATED WORK

To the best of our knowledge, few other authors have reparteavork
closely related to our own. In [15], it is proposed to definel aise explicit
hop-by-hop acknowledgment messages for every controlagesas RSVP. To
improve the responsiveness of the protocol, a proceduréasita the one de-
scribed in section 3 is used for the retransmission of thérabmessages that
have not been acknowledged. Once states or reservatiopsblean acknow-



ledged, it is then proposed to use long refresh periods @btlder of quarter
of an hour) in order to reduce the steady state overhead.

Although this approach seems similar to ours, there is a nifference
in the use of acknowledgments: the acknowledgments arehggedy-hop. A
node that has correctly received a message from one of gfbeurs acknow-
ledges it. Therefore, the semantic of these acknowledgrienteak, because
the receipt of an acknowledgment does not mean that thalinitessage has
reached, or will reach, its final destination. Finally, tloegd refresh periods
will result in performance far worse than the one of “claafidcRSVP in the
following circumstances: path state instability afterteoghanges or transi-
ent failures undetected by the routing protocol. Furthgembecause once a
reservation has been established the subsequent refressages are not ac-
knowledged, losses of such messages can result in a losatef(due to soft
state time-out) that will be unacceptably long to correct.

In contrast, FEM RSVP is based on end-to-end notificatiorichvbovers
the conditions cited above. Furthermore, as outlined iti@e8, FEM RSVP
can avoid the use of explicit acknowledgment messages wdsamvation re-
quirements are readily available. As this is always the d¢aséocal repairs,
FEM RSVP helps in reducing the size of the message burstsc¢hat in those
circumstances.

Compared with signalling protocols used in ATM networks][TRSVP-
like” signalling protocols (including FEM) do not rely on derlying reliable
protocols for the transfer of their messages. The desighexd reliable proto-
cols (e.g. the use of sequence numbers) is such that theylyatarect losses,
but can also detect node failures (e.g. when too many cotige@uror correc-
tion attempts fail). As a consequence, although ATM sigmglinessages are
acknowledged hop-by-hop, their semantics is strong. ltasipely this lack of
node failure that led us to the use of end-to-end acknowledgrim FEM (as
FEM does not introduce sequence numbers in RSVP).

6. CONCLUSIONS

We have modelled the resource reservation establishmeciiansms in
RSVP and have shown that it is very sensitive to the valueh®fper-hop
probability measured between RSVP processes. We havelalsmdghat, to a
lesser extent, this sensitivity affects resource release €onsequently, there
is a need for a signalling channel in the Internet, to pro&sanuch as possible
the value of the per-hop success probability experienceB®YP messages
from being adversely influenced by data traffic. Furthermbezause even the



best provisioned signalling paths are never totally Iessleve have presented
the principles of FEM, a Fast Establishment Mechanism #habt only more
robust to the conditions in the network than the establigtimeechanism cur-
rently used in RSVP, but also establishes resources fasewicircumstances.
In the case of local repairs, FEM can even achieve betteopeénce without
any increase of message overhead.

FEM introduces a slight increase in protocol state. Howeweranticipate
that RSVP will only be operated on a “per-flow” basis in arebthe Internet
(in particular at the edges) where the concentration of fieisw. Elsewhere,
RSVP will be operated in an aggregation context which gyeatiuces the
state scalability problem. Consequently, the small stateease in FEM RSVP
should be of little consequence.

Finally, the underlying principles of FEM are very simple.hél result-
ing modest increase of protocol complexity is negligiblenpared with the
achieved gains in performance.
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Notes

1 Each value of the refresh period is randomly choseffiyi2, 3R/2], with R = 30 sec. by default [5],
to avoid message synchronisation [9]
2(n—1)
2ltiseasytoverifythat » ~ p;; =1, 0<i<2(n—1).
=0

o0 o0
1—
% Indeed, for0 < i < 2(n — 1), we have® _ p; i(n) = » (1 —p)" = Rl NS
= = p
n=1 n=1

4 This signalling channels includes the RSVP processes irotiters, and hence the associated queues.

5 Such shortened refresh periods are cadigtdblishment periods in the rest of the paper.

6 The period used by a node to send Resv messages is the regreshgefined in “classical” RSVP. The
concept of establishment period timer does not apply to Resssages.



